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MATRICES

After studying this chapter you will acquire the skills in

¢ knowledge on matrices
¢ Knowledge on matrix operations.
e Matrix as a tool of solving linear equations with two or three unknowns.

List of References:

e Frank Ayres, JR, Theory and Problems of Matrices Sohaum’s Outline Series
o Datta KB, Matrix and Linear Algebra

e Vatssa BS, Theory of Matrices, second Revise Edition

o Cooray TMJA, Advance Mathematics for Engineers, Chapter 1- 4

Chapter I: Introduction of Matrices

1.1 Definition 1:

A rectangular arrangement of mn numbers, in m rows and n columns and enclosed within a
bracket is called a matrix. We shall denote matrices by capital letters as A,B, C etc.

fyq Dyg Qin
A= H 0 H = la::
; ; (ag)_
Bmi @mz "7 Bmn

A is a matrix of order m x n. it row j" column element of the matrix denoted by &

Remark: A matrix is not just a collection of elements but every element has assigned a definite position in
a particular row and column.

1.2 Special Types of Matrices:
1. Square matrix:

A matrix in which numbers of rows are equal to number of columns is called a square

matrix.
Example:
Gy Ggz  Oyz 2 3 -8
A= |ony a4 ﬂ:!) E= |0 -3 —4-)
O3y Ogz COgz 6 8 Q

2. Diagonal matrix:

A square matrix A = '[ﬂ;j- }ﬂ .n IS called a diagonal matrix if each of its non-diagonal

element is zero.



Thatis a; =0 if i #j and at least one element a;; = 0.

Example:

a, 0 0 2 0 0
A= (n - n) B= (n -3 EI)
0 0 asx 0 0 9

3. Identity Matrix

A diagonal matrix whose diagonal elements are equal to 1 is called identity
matrix and denoted by .

. (0 ifi#j
Thatlsaij-—Il Fi=j

Example:

1 00
I.= 10 1 EI)
oo 1

4. Upper Triangular matrix:

A square matrix said to be a Upper triangular matrix if a; =0 if i =J.

Example:

Gy  GByp  Gy3 2 0 8
A= 0 a; o ) E= |0 =2 5)
0 0 o4 o o 7

5. Lower Triangular Matrix:

A square matrix said to be a Lower triangular matrix if a;; =0 if i <],

Example:

gy, 0O 0 -1 0
A= lay ap 0 E= 17 0
Ogy Ggz  COgg 9 6

6. Symmetric Matrix:
A square matrix A = '[ﬂ-gj}ﬂ .nSaid to be a symmetric if a;; = a;; for all iand j.

Example:

Gy3 Gy7  Og3 g -2 7
A= |8y @Gz C!':!) E= |-2 -9 3)
ﬂ-lu i ﬂ-!! ? 3 5



7. Skew- Symmetric Matrix:

A square matrix A = {a._-j-}ﬂ .n,Said to be a skew-symmetric if a;; = — a;; for alliand .
Example:
Q11 Q17 43 g =2 7
A= | 8z B I5*':2) B = 2 -9 3)
—iy3 —dgq g -7 -3 3

8. Zero Matrix:

A matrix whose all elements are zero is called as Zero Matrix and order = x m Zero

matrix denoted by anm.

Example:
0 o0
O3 =10 0
0 o0

9. Row Vector

A matrix consists a single row is called as a row vector or row matrix.
Example:

A= (@ 8z 8] E=1(7 4 -3)
10. Column Vector

A matrix consists a single column is called a column vector or column matrix.

Example:

Gy1 a
A= ﬂ-:i) B = —?)
Qg 3

Chapter 2: Matrix Algebra
2.1. Equality of two matrices:
Two matrices A and B are said to be equal if

() They are of same order.
(i) Their corresponding elements are equal.

Thatisif A= (ay)  and B = (b;) thenay = by foralliandj.



2.2. Scalar multiple of a matrix

Let k be a scalar then scalar product of matrix A = {agj- }W ., given denoted by kA and

given by kA= {kﬂ[_i'}m or

®n
kgll kﬂ-lz ree kﬂ-]_r’!
kA = ( : : )
bop, ko g o ko
2.3. Addition of two matrices:

Let A = '[n-gj-}m .and B = {Elgj-}m ., are two matrices with same order then sum of the

two matrices are given by

A+E= {a'.'_i'} + {bij'}m wn = ': i + ‘EJE_i' :]rr T

M HR

Example 2.1: let

H:C‘} _52 _34) and B:(_Sl ?

).

Find ()58 (i) A+B (i) 4A—2B (iv) 0 A

[ I ]

2.4. Multiplication of two matrices:

Two matrices A and B are said to be confirmable for product AB if number of columns in
A equals to the number of rows in matrix B. Let A = (ag) and B = (b;)___be two
matrices the product matrix C= AB, is matrix of order mx r where

Cif = EE:j_aiig '5;;_;' = 551&1__; + a4 &':_i' + vt gy Elﬂ_i'

"2 3

. _ /1 2 -3 4 _| =3 0

Example 2.2: Let A = (U 53 1) and E = 6 2
-1 -3

Calculate (i) AB (i) BA
(iii)is AB=BA?
2.5. Integral power of Matrices:
Let A be a square matrix of order n, and m be positive integer then we define
AT = AxAXA ... XA (m times multiplication)
2.6. Properties of the Matrices

Let A, B and C are three matrices and 4 and u are scalars then

() A+(B+CI=(A+B)+C Associative Law



(i) ACA+Bl= 14+ 1B Distributive law

(i) Alpwd) =CAwA Associative Law
(iv) A4)B = A(AB) Associative Law
(v) A(BC) =(4B)C Associative Law
(vi) AlB+C)=AB + AC Distributive law

2.7. Transpose:

The transpose of matrix A = {agj-}m L Written Af (A' or AT) is the matrix obtained

by writing the rows of A in order as columns.
ic oAt — .
Thatis A" = '[aj._}ﬂ o’

Properties of Transpose:

(i) (A+B)=(4 + BY)
(ii) (A7) = A

(iii) (k4)* =k A" for scalar k.
(v)  (4B)T = BAf

Example 2.3: Using the following matrices A and B, Verify the transpose properties
1 -1 2 -2

H=(5 —4 3),B=(—1

1 -2 -3 -2

Proof: (i) Let a;; and b;; are the (. /1" element of the matrix A and B respectively. Then
a;;+ bi; is the (.71 element of matrix 4 + B and it is (. {)™* element of the matrix

(A+B)

[ = Y

|
= s
\"‘-_-"'f

Also a;; and b;; are the (j.1)*"element of the matrix A” and & ‘respectively. Therefore
a;+ by isthe (j, )™ element of the matrix 4 + BF

(i) Let (i)™ element of the matrix A is &3, it is (7. 7)™ element of the 4° then it is

(L./)™  element of the matrix (A")°

(iiiy try

(V) €x = Zlsa; by = @b+ @by + e o+ 85 by; is the (4 k)™ element of
the AB It is result of the multiplication of the i" row and k" column and it is
(ki)™ element of the matrix (AB)".

BTA" | (k.i)" element is the multiplication of k™ row of B with i column of AF,
Thatis k™ column of B with i row of A.



2.8 A square matrix A is said to be symmetric if A = A"

Example:

i -1 1
A= (—1 —4 —2) , A'is symmetric by the definition of symmetric matrix.

1 -2 -3
Then
1 -1 1
At=1]-1 —4 —2)
1 -2 -3
Thatis A = Af
2.9 A square matrix A is said to be skew- symmetric if A = — A*
Example:
1 i -1
A=1-3 -3 8 )
1 g 9
(i) AA" and A"A are both symmetric.
(i) A+ A" is a symmetric matrix.
(iii) A — A" is a skew-symmetric matrix.
(iv) If Ais a symmetric matrix and m is any positive integer then A™is also symmetric.
(V) If A is skew symmetric matrix then odd integral powers of A is skew symmetric,

while positive even integral powers of A is symmetric.

If A and B are symmetric matrices then

(viy (AB + BA) is symmetric.
(vii) (AB — BA) is skew-symmetric.

Exercise 2.1: Verify the (i) , (ii) and (iii) using the following matrix A.

1 3 5
A=|-3 -5 10)
1 g 9

Chapter 3: Determinant, Minor and Adjoint Matrices

Definition 3.1:

Let A = (a;;)
of the matrix A.

.« D€ @ square matrix of order n, then the number |Al called determinant

(i) Determinant of 2 x 2 matrix



|ﬂ'11. Gz
e

L A—(an n.,_:) hen |4l = = a0 a0
etA=lg,, q,,/ thenldl=|, o, 11832 12tz
(i) Determinant of 3 = 3 matrix

811 Gy Oy
LetB=| %21 B2z Bz

Bzp B3z Oaz
Then || = O3z gz Qz1 Cgg Q31 Caz

Bz @z Gzzl Bz Ogy  COag T 6 Oy Gz
Bl = ay (agas; — apag) - ay (agy a5 —agzag ) — ap(ag a3 —agay )

Exercise 3.1: Calculate the determinants of the following matrices

13 4 2 -3 4
A=(2 6 a) (ii)B:(E 6 ?)
() 195 8 9 1

3.1 Properties of the Determinant:
a. The determinant of a matrix A and its transpose A" are equal.
Al = &%)
b. Let A be a square matrix
(i) If A has a row (column) of zeros then |4] = 0.
(i) If A has two identical rows ( or columns) then 14! = 0.

c. If Alis triangular matrix then l4! is product of the diagonal elements.
d. If Ais a square matrix of order n and k is a scalar then k4l = k™14l

3.2 Singular Matrix

If A is square matrix of order n, the A is called singular matrix when |4l =0 and non-
singular otherwise.

3.3. Minor and Cofactors:

Let A= '[ﬂ-gj}ﬂ oIS @ square matrix. Then M;; denote a sub matrix of A with order (n-1) x

(n-1) obtained by deleting its i™*row and j™* column. The determinant M-_'J-'| is called the

minor of the element &;; of A.

The cofactor of a;; denoted by 4;; and is equal to(—1)"*/[M;;| |

3 4 2
Exercise 3.2: LetdA= |2 3 1 )
3 -2 -1

(0 Compute determinant of A.



(i) Find the cofactor matrix.

3.4. Adjoin Matrix:

The transpose of the matrix of cofactors of the element «;;0f A denoted by adj 4 is called
adjoin of matrix A.

Example 3.3: Find the adjoin matrix of the above example.

Theorem 3.1:
For any square matrix A,

AladjA) = (adj AJA = |Al I where | is the identity matrix of same order.

Proof: Let A= (a;)

nxn

Since A is a square matrix of order n, then adj 4  also in same order.

Consider
Gy Byz e By
Cin Cinn
Sl I | then
Oni  Bn2 B
Ay A e A
adj A = Ay Az s Az
Apt Apz e Apg

Now consider the product A (adj 4 )

‘Qyy By e Gy (A1 Az e Agn
e i - (e " e e wina "
Aladja)=| = ™= &= = A A fan
Bni  Bnz @nn/ MApy  Ap Ay
Tiie Ay Eiaiagdy e Iioiay) Ay
_ Ticregj Ay Losegj Ay e EFos ag; Anj
1‘E.l=1-u'i".l ALJ E.?=1Q'V‘J A:J """ E:.|=1 O "qi".l
lal o 0
0 Al 0
o 0 0
0 0 El

(aswe know that X7;a; A; = |4l and Z_,a; 4z =0 wheni = k)



= lal

Lo T e T e Y S
Lo T S |
Lo e e

= lAl I, Where I, is unit matrix of order n.
Theorem 3.2: If A is a non-singular matrix of order n, then ladj Al = 14]|"~*.
Proof: By the theorem 1

AladjA) = 14l1

1A Cadj Al = [1411]
Alladjal = 147
ladj Al = l4|**

Theorem 3.3: If A and B are two square matrices of order n then
adj{AB) = (adj B)(adj A)
Proof: Bythe theorem1 AfadjA) = 4|1
Therefore (AB) adj (4B) = adj (ABJAB = |4BII
Consider (AB}{adj B adj A),
(AB)(adj B adj A) = A(B adj B) adj A
= A(lB| 1) adj A

= |Bl (A adj A)

Bl 1Al 1

lAllBl 1

|AB|I
Also consider (adj B .adj AJAB
(adj B .adj A)JAB = adj B (adj AA)B

=adj B Al I B

lAladj B B

lAllB| T

I
.
Ix3
—

=

=



Therefore from (i) and (ii) we conclude that
adj(AB) = (adj A)(adj B)
Some results of adjoint

(i) Forany square matrix A (adj A)* = adj AF
(i)  The adjoint of an identity matrix is the identity matrix.
(i) The adjoint of a symmetric matrix is a symmetric matrix.

.Chapter 4. Inverse of a Matrix and Elementary Row Operations
4.1 Inverse of a Matrix
Definition 4.1:

If A and B are two matrices such that AE = EA = I | then each is said to be inverse of the other.
The inverse of A is denoted by 4.

Theorem 4.1: (Existence of the Inverse)

The necessary and sufficient condition for a square matrix A to have an inverse is that 1Al =0
(That is A is non singular).

Proof: (i) The necessary condition
Let A be a square matrix of order n and B is inverse of it, then
AB =1
lABl = lAllBl =1
Therefore |4] = 0.
(ii) The sufficient condition:

If |4l = 0, the we define the matrix B such that

1 .
E= Tl (edj A)
Then AB =A ﬁ (adj A) = ﬁ Aladj A)
= ﬁ Alr =1
- _ 1 ; -t )= L .
Similarly ~ BA = {adj A)A " Aladj 4) o |AlT =1

Thus AE = BA = hence Bis inverse of A and is given by A™* = il {odj A)

la
Theorem 4.2: (Uniqueness of the Inverse)
Inverse of a matrix if it exists is unique.

10



Proof: Let B and C are inverse s of the matrix A then
AE=FA=1 and AC =C4 =1
B(AC) = BI
(BAIC =E
C=B
2 3 -4
Example 6: Let 4 = (ﬂ -4 2 ) find A~7
1T -1 5
Theorem 4.3: (Reversal law of the inverse of product)

If A and B are two non-singular matrices of order n, then (AB) is also non singular and
(A4B)™t = B~*4t,

Proof:
Since A and B are non-singular lAl =0 and |B| = 0, therefore |4llBl = 0, then 14B| = 0.

Consider (4B1(E~*47*) = A(BE ha™t

= Al4"t=44"t =1 ... (1)
Similarly (B=*47*) (4F) = E A4 *4)E
= BB = BB =1 ...o....... 2)

From (1) and (2)
(AB)(B-'A™Y) =(B*A™') (4B) = I
Therefore by the definition and uniqueness of the inverse (48)™* = B~*4™*

Corollary4.1: If  Ayd; e dgare non  singular matrices  of  order n, then
(Agdy oA )™t = A4 o ARL

Theorem 4.4: If Aiis a non-singular matrix of order nthen (A7)~* = [A~1)F,
Proof: Since |4f| = |Al = Otherefore the matrix A° is non-singular and ~ (Af)~* exists.
Let 44 *=A"*4=1]
Taking transpose on both sides we get
(AA) = (AAf =, =11,
(APAF =44 F =17 =1,

Therefore AT(47)F = (4724 =1,

11



Thatis (A~*) = = (AL,

Theorem 4.5: If Ais a non-singular matrix , k is non zero scalar, then (k4}~* =

Proof: Since A is non-singular matrix 4~ exits.
Let consider (kA) {%A‘l) = (k X E:I (AA™) =1
Therefore (%A‘l) is inverse of kA
By uniqueness if inverse  (kd) ™t = %H'L
Theorem 4.6: If Ais a non-singular matrix then
1

-1 _
A=t = Tl

Proof: Since A is non-singular matrix, 4-* exits and we have
AA =1
Therefore |44~ = lAlla~* =11l =1
-1 - L
Then ATt = ol

4.2 Elementary Transformations:

EH—L
i .

Some operations on matrices called as elementary transformations. There are six types
of elementary transformations, three of then are row transformations and other three of

them are column transformations. There are as follows

(0 Interchange of any two rows or columns.
(ii) Multiplication of the elements of any row (or column) by a non zero number k.
(iii) Multiplication to elements of any row or column by a scalar k and addition of it to

the corresponding elements of any other row or column.

We adopt the following notations for above transformations

() Interchange of " row and j"" row is denoted by®; < R;.
(i) Multiplication by k to all elements in the it rowR; — kR;
(iii) Multiplication to elements of j" row by k and adding them to the corresponding

elements of i row is denoted byR; — E; + kR,

4.2.1 Equivalent Matrix:

A matrix B is said to be equivalent to a matrix A if B can be obtained from A, by for forming finitely

many successive elementary transformations on a matrix A.

Denoted by A~ B.

12



4.3 Rank of a Matrix:
Definition:
A positive integer ‘r’ is said to be the rank of a non- zero matrix A if

(1) There exists at least one non-zero minor of order r of A and
(i) Every minor of order greater than r of A is zero.

The rank of a matrix A is denoted by g(4].
4.4 Echelon Matrices:

Definition 4.3:

A matrix A = (2] is said to be echelon form (echelon matrix) if the number of zeros
preceding the first non zero entry of a row increasing by row until zero rows remain.

In particular, an echelon matrix is called a row reduced echelon matrix if the distinguished
elements are

(i The only non- zero elements in their respective columns.
(i) Each equal to 1.

Remark: The rank of a matrix in echelon form is equal to the number of non-zero rows of the matrix.

Example 4.1:

Reduce following matrices to row reduce echelon form

T -2 3 -1
0] H=(2 -1 2 2)

3 1 2 3

T2 -1 2 1
(i) E= (2 4 1 =2 3)

368 2 -6 5

Chapter 5: Solution of System of Linear Equation by Matrix Method

5.1 Solution of the linear system AX=B

We now study how to find the solution of system of m linear equations in n unknowns.

Consider the system of equations in UNKNOWNS Xy . X 7. a s s ws v i, Xy @S
BiaXy T BeaXs T wnen s By Xy = By
gy Xy + BgaXaF v v gy Xy = EJ:
Opg¥y T Bpz¥zt e Gnn¥n = by

13



is called system of linear equations with N UNKNOWNS 1 237 s wee i i s v 30 L f the
constants by B;............... by are all zero then the system is said to be homogeneous type.

The above system can be put in the matrix form as

AX=B
Gy Qyz "0 Oin Xy by
Xa b,
Where A =( : : ) X=| - B=| -~
Gni B pz " Bpn . By

The matrix A4 = (g;; Jn.n is called coefficient matrix, the matrix X is called matrix of unknowns and
B is called as matrix of constants, matrices X and B are of order n x 1.

Definition 5.1: (consistent)

A set of values of xj.Xz....vwwannwn Xy which satisfy all these equations
simultaneously is called the solution of the system. If the system has at least one solution
then the equations are said to be consistent otherwise they are said to be inconsistent.

Theorem 5.2:

A system of m equations in n unknowns represented by the matrix equation AX=B is
consistent if and only if #{4) = (4 B) . That is the rank of matrix A is equal to rank of
augment matrix (4. &)

Theorem 5.2:

If A be an non-singular matrix, X be an n x 1 matrix and B be an n x { matrix then the
system of equations AX= B has a unique solution.

1) AX =B

| |
Consistent if p{4) = p(4,B) =r Inconsistent if 2{4) = p(4,B)
|

Unique solution if r=n Infinite solution if r<n

14



)

AX =0 { Allwayes consistant)

If p(A) =r = n Trivial solution If p(4) =r < n Infinite solutions

Therefore every system of linear equations solutions under one of the following:

(i There is no solution
(i) There is a unique solution
(iii) There are more than one solution

Methods of solving system of linear Equations:
5.1 Method of inversesion:
Consider the matrix equation
Consider the matrix equation
AX=E  Whereldl =0
Pre multiplying by 4=, we have
AT (AX )=A"'B
X=A'E
Thus AX = B, has only one solution if l4] =0 and is givenby X = A~*B.

5.2 Using Elementary row operations: (Gaussian Elimination)
Suppose the coefficient matrix is of the type #m = n. That is we have m equations in n

unknowns Write matrix [4.B] and reduce it to Echelon augmented form by applying
elementary row transformations only.

Example 5.1: Solve the following system of linear equations using matrix method

(1) (ii)
2x+}’+—22=1l] ¥ +2},_32=_1

y + 10z=—28 3x— v+ 2z=7

Jy+1lez= —42 Sx +3y —4z=2

15



Example 5.2: Determine the values of a so that the following system in unknowns x, y and z has

(1 No solutions
(i) More than one solutions
(iii) A unigue solution

x +y +=z =10
2x+3v+az =0

x4+ay + 3z=10

Chapter 6: Eigen values and Eigenvectors:

If A is a square matrix of order n and X is a vector in R", ( X considered as n % 1 column matrix), we
are going to study the properties of non-zero X, where AX are scalar multiples of one another. Such
vectors arise naturally in the study of vibrations, electrical systems, genetics, chemical reactions, quantum
mechanics, economics and geometry.

Definition 6.1:

If A is a square matrix of order n, then a non-zero vector X in E"is called eigenvector of A if AXY = X
for some scalar 4. The scalar 4 is called an eigenvalue of A, and X is said to be an eigenvector of A
corresponding to 4.

Remark: Eigen values are also called proper values or characteristic values.

Example 6.1: The vector (;) is an eigenvector of A= (g _GT)

Theorem 6.1: If A is a square matrix of order n and 4 is a real number, then 4 is an eigenvalue of A if and
onlyiflAIl—Al=0.

Proof: If A isan eigenvalue of A, the there exist a non-zero X avector in A" such that AX = iX,
AX = AX
AX = 11X Where | is a identity matrix of order n.
r—4lx=20

The equation has trivial solution when if and only if |4l = (. The equation has non-zero solution if
and only if 1{4 — 1)l = 0.

Conversely , if (A — A1 )l = 0 then by the result there will be a non-zero solution for the equation,

(A—anx=20

16



That is, there will a non-zero X in B™ such that AX = AX, which shows that 4 is an eigenvalue of A.
Example 6.2: Find the eigen values of the matrixes
2 1 1
a=(2 7) i) B={2 3 4
. i =2
(i) -1 -1 =2
Theorem 6.2

If Aisann xn matrix and 4 is areal number, then the following are equivalent:

(i) Aisan eigenvalue of A.

(i) The system of equations (1] — AJX =0 has non-trivial solutions.
(i) There is a non-zero vector X inA™ such that AX = il.

(iv) Is a solution of the characteristic equation (4 — i1 )l = 0.

Definition 6.2:

Let Abe an nxn matrix and A be the eigen value of A. The set of all vectors X in B” which satisfy
the identity AX = AX is called the eigen space of a corresponding to 1. This is denoted by E{1} .

Remark:

The eigenvectors of A corresponding to an eigen value 4 are the non-zero vectors of X that satisfy
AX = Al Equivalently the eigen vectors corresponding to 4 are the non zero in the solution space of
(Al —A)X = 0. Therefore, the eigen space is the set of all non-zero X that satisfy (4 — A1 JX =0 with
trivial solution in addition.

Steps to obtain eigen values and eigen vectors

Step |: For all real numbers i form the matrix 47 — A
Step II: Evaluate |(4 —AI'Jl  Thatis characteristic polynomial of A.

Step lII: Consider the equation {4 — I Jl =0  ( The characteristic equation of A) Solve the equation
for Let 4;.4z.45.........d; be eigen values of A thus calculated.

Step IV: For each  4; consider the equation (4 —AJ¥ =0

Find the solution space of this system which an eigen space E{1;} of A, corresponding to
the eigen value 4; of A . Repeat this foreach 4; i=1.Z......n

Step V: From step IV , we can find basis and dimension for each eigen space E(i;)} for

i=12,uuan
Example 6.3:
Find (i) Characteristic polynomial

(i)  Eigenvalues
(i)  Basis for the eigen space of a matrix

17



A= (3 _[]1)
Example 6.4:

Find eigen values of the matrix

2 1 1
A=|2 3 4)
-1 -1 =2

Also eigen space corresponding to each value of A. Further find basis and dimension for the same.

6.2 Diagonalization:

Definition 6.2.1: A square matrix A is called diagonalizable if there exists an invertible matrix P such that
P~TAP is a diagonal matrix, the matrix P is said to diagonalizable A.

Theorem 6.2.1: If Ais a square matrix of order n, then the following are equivalent.

(i) Ais diagonizible.
(i) A has n linearly independent eigenvectors.

Procedure for diagonalizing a matrix

Step I: Find n linearly independent eigenvectors of A, say Py, P, cvs v By

Step II: From the matrix P having Fj. Fs. ...... ... B, as its column vectors.

Step Ill: The matrix P~TAP will then be diagonal with As.43.......4, asits successive diagonal
entries, where 4; is the eigenvalue corresponding to &, i = 1.2 ..um,

Example 6.3: Find a matrix P that diagonalizes

2 1 1
a:(z 3 4)
1 -1 -2

18



Tutorial (Matrices)

3 2 4
Q1. Show that the square matrix 4 = ( 1 5 3) is a singular matrix.
-1 8 2

1 4 3
Q2. If A= (ﬁ 2 S)determine(i) 1Al (i) Adj A
1 7 0

2 1 4
Q3. Find the inverse of the matrix 4 = (3 5 1)
2 0 8

_ {1 05 (1 2 .
Q4. Ifa= (U.S U.l) and B = {2 3) determine
0] E~* (i) AB (i) BT*A
1 2 3
Q5. Consider the matrix A= |2 3 4)
1 5 7
() Compute |Al (i) find adj A
(i)  VerifyAladjA)= 1411  (iv) Find 4t

Q6. Find the possible value of x can take, given that

A= {xl‘ i] B = G f_] suchthat AB = BA.

';l "
Q7. Ifd= (_34 I) find the values of m and n given that 4* = m4 + n4

Q8. Find the echelon form of matrix:

(1111)

tz 3 4 5 | Hence discuss (1) unique solution (ii) many solutions and (iii) No solutions of

4 9 16 25)|
the following system and solve completely.

X +y +z=1

2x+3y +4z=5

19



4x+9y + 162=25

(0 1 O\|
Q9. If matrix A is {0 0 1| and |, the unit matrix of order 3, show that A® = pl+QA +TrA? .
pqr

Q10. Let A be a square matrix

a. Show that
(I—A) T =1+A+A42+4% if A*=0
b. Show that

-A)T=14+A4+47 4434+ A" if A™1=0
Q11. Find values of a,b and ¢ so that the graph of the polynomial p(x) = ax® + bx + ¢ passes through
the points (1,2), (-1,6) and (2,3).
Q12. Find values of a,b and ¢ so that the graph of the polynomial p(x) = ax® + bx + cpasses through
the points (-1,0) and has a horizontal tangent at (2,-9).

a 0 b 2

Q13. Let (a a 4 4) be the augmented matrix for a linear- system. For what value of a and b does
0 a 2 b
the system have

a. a unique solution

b. aone- parameter solution
c. atwo parameter- solution
d. no solution

Q14. Find a matrix K such that AKE = C given that
1 4 &} 6 -6
2 0 0
A=(—2 3) B=(5 7 _4) r::(a -1 1)
1 -2 -4 0 0

a. For the triangle below, use trigonometry to show
becosy + ccosffi =a

ccosa + acosy =5
acosfi + beosa =c¢

And then apply Crame’s Rule to show

B:+ % —a?

2be

cosa =

Use the Cramer’s rule to obtain similar formulas for cos § and cos y.
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DIFFERENTIAL
EQUATIONS

1. INTRODUCTION

An equation containing an independent variable, dependent variable and differential coefficients is called a
differential equation.

3
o (d2y?  (dy) (dty ¥ 4
(l)j)f;qnx (n)L—de J +xkde =0 (ii) Ld—xfj ‘4§=5C°53X

2. ORDER OF DIFFERENTIAL EQUATION

The order of a differential equation is the order of the highest derivative occurring in the differential equation. For
example, the order of the above mentioned differential equations are 1, 2, and 4 respectively.

3. DEGREE OF DIFFERENTIAL EQUATION

The degree of a differential equation is the degree of the highest order derivative when differential coefficients

are free from radicals and fractions. For example the degrees of above differential equations are 1, 2, and 3
respectively.

Table 24.1: Degree of differential equation

Differential Equation Order of D.E. Degree of D.E
dy + 4y = sin x 1 1
dx
4

[ dy ) (gy\s

0 H | —y=¢ 2 4
(ae ) Ldx)

2
dy _dy + 3y =cos X 2 1
dx? dx
dy  x'-y*

N 1 1

dx  xy (x2 + y2)
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Differential Equation Order of D.E. Degree of D.E
dy 2(dy\ 2
y=de+ a LdXJ +b
(gy\Z dy 1 2

= -a) |K de -2xy dx +(y? = b?)=0

\2\3/2 (@y % (ay?Y
=| | -1+ =0
dx) J Kaxfj 'K kdx) J

4. CLASSIFICATION OF DIFFERENTIAL EQUATIONS

Differential equations are first classified according to their order. First-order differential equations are those in
which only the first order derivative, and no higher order derivatives appear. Differential equations of order two or
more are referred to as higher order differential equations.

A differential equation is said to be linear if the unknown function, together with all of its derivatives, appears in
the differential equations with a power not greater than one and not as products either. A nonlinear differential
equation is a differential equation which is not linear.

e.g.y +y = 0is a linear differential equation,

y" +yy' + y?=0is a non linear differential equation,

Procedure to form a differential equation that represents a given family of curves
Case I:

If the given family F1 of curves depends on only one parameter then it is represented by an equation of the form
Fi(x,y,a) =0 . (i)

For example, the family of parabolas y* = ax can be represented by an equation of the form
f(x, y, a): y? = ax

Differentiating equation (i) with respect to x, we get an equation involving y', y, x and a.

gx, y,y,a) =0 .. (ii)
The required differential equation is then obtained by eliminating a from equation (i) and (ii) as

Fx,y,y)=0 ... (i)
Case llI:

If the given family F2 of curves depends on the parameters a, b (say) then it is represented by an equation of the
formF2(x, y, a,b) =0 ... (iv)

Differentiating equation (iv) with respect to x, we get an equation involving y', x, y, a, b.

gx,y,y,ab)y=0 - (V)
Now we need another equation to eliminate both a and b. This equation is obtained by differentiating equation (v),
wrt X, to obtain a relation of the form h(x, y, ¥, y",a,b) =0 ... (Vi)

The required differential equation is then obtained by elimination a and b from equations (iv), (v) and (vi) as F(x, y,
y.y) =0 ... (vii)



Mathematics | 24.3

Note: The order of a differential equation representing a family of curves is the same as the number of arbitrary
constants present in the equation corresponding to the family of curves.

5. FORMATION OF DIFFERENTIAL EQUATIONS

If an equation is dependent and dependent variables having some arbitrary constant are given, then the differential
equation is obtained as follows:

(a) Differentiate the given equation w.r.t. the independent variable (say x) as many times as the number of
arbitrary constants in it.

(b) Eliminate the arbitrary constants.

S . . . . N dy d?
(c) Hence on eliminating arbitrary constants results a differential equation which involves x, vy, _y’ oo

my . dx dx?
(where m=number of arbitrary constants).

d,m

lllustration 1: Form the differential equation corresponding to y* = m(a* — x%), where m and a are arbitrary
constants. (JEE MAIN)

Sol: Since the given equation contains two arbitrary constant, we shall differentiate it two times with respect to x
and we get a differential equation of second order.

We are given that y? = m(a? - x%) ()
Differentiating both sides of (i) w.r.t. x, we get

d
2y dy - m(=2x) :>y—y

dx dx = —-mx i ... (i)
dy (dy)
Differentiating both sides of (i) w.rt. to x, wegety — +| — | =-m ... (i)
[ ) O N
o (i) an i dy [(dy)| dy
I tI =
rom (ii) and (iii), we get, x ya?Jr'KaY)' yGY
L |
This is the required differential equation.
lllustration 2: Form diff. equation of ax? + by? = 1 (JEE MAIN)

Sol: Similar to the above problem the given equation contains two arbitrary constants, so we shall differentiate it
two times with respect to x and then by eliminating a and b we get the differential equation of second order.

d
ax+by’=1= 2ax+2b)’;y =0= a+bly +())=0
X

y r_ " r
Eliminating a and b we get =Y =YY"+ ¢/)° y

2
X dx? LdXJ X

lllustration 3: Form the differential equation corresponding to y? = a(b® — x?), where a and b are arbitrary
constants. (JEE MAIN)

Sol: Similar to illustration 1.

We have, y* = a(b*-x9) . ()
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In this equation, there are two arbitrary constants a, b, so we have to differentiate twice, Differentiating the given

equation (i) w.r.t. 'x'. We get 2y dy =-2xa = ygy = —ax ... (ii)
dx dx ,
d’y dy dy d?y (dy)
Differentiating (ii) with respecttox, weget y—+——=-a => y—+| —| =-a .. (i
g (i) P 9oty o o deJ (iii)

Substituting the value of a in (ii), we get
dy I dy  (dy) I dy d’y (dy\2 d’y (dy\z dy

ly— | —2 - _— | -y—=0
Y ax dezﬂkdx)' TJXD Yax =Y a2’ |\dx|) 7 Ve X|\de Y ax

lllustration 4: Find the differential equation of the following family of curves: xy = Ae* + Be™ + x° (JEE MAIN)

Sol: Here in this problem A and B are the two arbitrary constants, hence we shall differentiate it two times with
respect to x and then by eliminating constant terms we will get the required differential equation.

Given: xy = Ae* + Be™ + x2 ()]

Differentiating (i) with respect to 'x’, we get xiy +y=Ae - Be™ + 2x
X

Again differentiating with respect to 'x’, we get
2 2
xdy+1gy+1.gy:Ae*+Be‘*+2: dy 2Qy

e X T+ =xy—-x*+2

dx? dx dx dx? dx
lllustration 5: Prove that x* — y> = c(x®* + y?»? is a general solution of the differential equation
(¢ = 3xy3)dx = (y* - 3x%y)dy (JEE ADVANCED)

Sol: Here only one arbitrary constant is present hence we shall differentiate it one time with respect to x and then
by substituting the value of c we shall prove the given equation.

Let us find the differential equation for x> — y* = c(x® + y?? ()
dy dy) )
Differentiating (i), with respect to 'x’, we get 2x 2y dx =c.2(x* +y? | 2X+2y dx | ... (i)
\

Substituting the value of c from (i) in (ii), we get

Qy X _y2 2 2 ( Qy\ 2 2 ( Qy\ 2 2 ( Qy\
= X-y . = X“+y° ) 2x+2y = (X*+y)|x-y = (X*=y) | 2X+2y

re R CRRe) ES XY | 2002y |

(v ) \ ) L) \

%] d X+ y)=2x(¢-y) = Bxy-y) & = 3xy* =%’
dx dx

= [Ry(C-y?) +y( +y

= (x> - 3xy?)dx = (y* — 3x?)dy As this equation matches the one given in the problem statement. Hence the given
equation is the solution for the differential equation.

Hence proved.

lllustration 6: Find the differential equation of the family of curves y = e(acosx + bsinx) (JEE ADVANCED)

Sol: Since given family of curves have two constants a and b, so we have to differentiate twice with respect to x.

We have, y = e*(acosx + bsinx) . (i)
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Differentiating (i) with respect to x, we get

dy =e*(acosx + bsinx) + e(-asinx + bcosx) = y + €* (-asinx + bcosx)
dx
%ﬁ —y = e(-asinx + bcosx) ... (i)
leferentlatlng (i) with respect to x, we get
d° y Qy = e*(-asinx + bcosx) + e*—acosx — bsinx) = dy —y —e*(acosx + bsinx)
d X dx
g dgy dy dy dy dy
= - =__-y-y [ eacosx +bsinx)=yl= —-2—+2y =0
dx® dx dx dx?  dx

This is the required differential equation.

lllustration 7: Find the differential equation of all circles which pass through the origin and whose centers lie on
the y axis. (JEE ADVANCED)

Sol: As circles passes through the origin and whose centers lie on the y axis hence g = 0 and point (0, 0) will satisfy
general equation of given circle.

The general equation of a circle is

X+ yr+2gx+2fy +c=0 (D)
Since it passes through origin (0, 0), it will satisfy equation (i)

= (0)2+(0)2+29.0+2f0+c=0 = ¢=0

= X+y+2gx+2fy=0

This is the equation of a circle with center (-g, —f) and passing through the origin.

If the center lies on the y-axis, we have g = 0,

= X+y+20)x+2fy=0 = x+y +2fy=0 .. (i)
Hence, (ii) represents the required family of circles with center on y axis and passing through origin.

Differentiating (ii) with respect to 7, we g N
_M

X+Y.
2x+2ygy+2fgy=0 =f=- | l\ /”}
e
e

Substltutlng(thls value %){f in (2), we get

dx dx

dy (dy) dy
x2+y2—2)" dx” =0= (C+y) _ —2xy-2y| | =0=0¢-y)  -2xy=0

 (dy dx L dx ) dx

)

This is the required differential equation.

MASTERJEE CONCEPTS

Curves representing the solution of a differential equation are called integral curves.

Nitish Jhawar (JEE 2009, AIR 7)
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6. SOLUTIONS OF DIFFERENTIAL EQUATIONS

Finding the dependent variable from the differential equation is called solving or integrating it. The solution or the
integral of a differential equation is, therefore, a relation between the dependent and independent variables (free
from derivatives) such that it satisfies the given differential equation.

Note: The solution of the differential equation is also called its primitive.
There can be two types of solution to a differential equation:
(a) General solution (or complete integral or complete primitive)

A relation in x and y satisfying a given differential equation and involving exactly the same number of arbitrary
constants as the order of the differential equation.

(b) Particular solution
A solution obtained by assigning values to one or more than one arbitrary constant of general solution

dy
lllustration 8: The general solution of de_x =2is (JEE MAIN)

Sol: First separate out x term and y term and then integrate it, we shall obtain result.

Q)(:L =dy = de Now integrate it. We gety = — 2 +cC
dx X2 X2 X

lllustration 9: Verify that the function x + y = tan™'y is a solution of the differential equation y?y' + y>* + 1 =0

(JEE MAIN)
Sol: By differentiating the equation x + y = tan™'y with respect to x we can prove the given equation.
We have, x + y = tan™y ()
Differentiating (i), w.r.t. x we get
2 —_—
- R vl
\ Y
dy
= (1+y)+ygx =0= yy+y’+1=0
lllustration 10: Show that the function y = Ax + |(2x+2yg¥\| is a solution of the differential equation
L
d’y dy
ngﬂ(dx -y=0 (JEE MAIN)
. L B
Sol: Differentiating y = Ax + = twice with respect to x and eliminating the constant term, we can prove the given
equation. X
d
We have, y = Ax + & — xy = A + B ()]
dx
Diff tiati i t. X t dy i
ifferentiation (i) w.r.t. 'x'. we get = x N + 1y = 2Ax .. (i)
Again differentiating (ii) w.r.t, 'x’, we get d
dy dy d Py dy Xty dy  dy
= x__+ + =2A = x__+2 == — = " 4x —y=0
dx® dx dx dx®  dx X d  dx

dy
dx

Which is same as the given differential equation. Therefore y = Ax + is a solution for the given differential

equation.
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lllustration 11: If y. /x* + =Io%r|_ /X +1|] show that (x* + 1) iy +xy+1=0 (JEE MAIN)
X

[ 1
Sol: Similar to the problem above, by differentiating Y-yX +'= Io% |_\/xz +1 _XU one time with respect to x, we
will prove the given equation.

We have,y. Vx2 +1~= |°Qf[\lx +1|] - ()

Differentiating (i), we get

( 2 1)
(172" 2xAx*+1 -1
\/x2+1gy+M y = L )

= \/x2+1d—y+ X XV
dx

dx 2\/x2+1 NP VX +1 \/x2+1|—\/x2+1—xT
L ]
d _Jx d
(X2+1)_y+xy=w? 0e+ 1) & +xy = -1, (x2+1)Qy +xy+1=0
dx 2 +1-x dx dx

lllustration 12: Show that y = acos(logx) + bsin(logx) is a solution of the differential equation:
d’y dy

X X gty = 0 (JEE ADVANCED)

Sol: As the given equation has two arbitrary constants, hence differentiating it two times we can prove it.

We have, y = acos(logx) + bsin(logx) . (i)
Differentiating (i) w.r.t 'x'. we get ; dy =- asin(logx) + beos(logx)

dx X X
Xgﬁ = —asin(logx)+bcos(logx) (D)

Again differentiating with respect to 'x’, we get

X d’y + dy ﬂQQQM)— _@QQQX)

cx? d)z( X X 2 2
= % d_y+xgy = —[acos(logx) + bsin(logx)] = 2+ng = -y :2+xg¥ +y=0
dx? dx dx2  dx dx2 dx

Which is same as the given differential equation

Hence, y = acos(logx) + bsin(logx) is a solution of the given differential equation.

7. METHODS OF SOLVING FIRST ORDER FIRST DEGREE DIFFERENTIAL
EQUATION

7.1 Equation of the Form dy/dx = f(x)

To solve this type of differential equations, we integrate both sides to obtain the general solution as discussed
below

iﬁzf(x) = dy = f(x)dx

Integrating both sides we obtain _[dy = jf(x)dx +c => y= jf(x)dx+c
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d
lllustration 13: The general solution of the differential equation S X° + X% — 2 is (JEE MAIN)
dx X

Sol: General solution of any differential equation is obtained by integrating it hence for given equation we have to
integrate it one time to obtain its general equation.

We have: dy X5+ X% — B
dx [ X
Integrating, y = J-| X X% -

|
L X)

Which is the required general solution.

1
dx +c= J~x5dx+J-x2dx—2J-_dx+c:y= X6+X3 —2log|x| + ¢
X € 3

2
lllustration 14: The solution of the differential equation cos’x d_y =1is (JEE MAIN)

dx?
Sol: By integrating it two times we will get the result.
2 2
coszxd_y =1 = d_y = sec’
dX2 dX2

On integrating, we get iy = tanx + ¢
X

Integrating again, we get y = log(secx) + cix + ¢

7.2 Equation of the form dy/dx = f(x) g(y)

To solve this type of differential equation we integrate both sides to obtain the general solution as discussed below

d
j”(x)g(w = gly)"dy = f(x)dx
X

Integrating both sides, we get J.(g(y))*1 dy = _[f(x)dx

lllustration 15: The solution of the differential equation log(dy/dx) = ax + by is (JEE MAIN)

: ; ; ; dy . : :
Sol: We can also write the given equation as dx = €™ After that by separating the x and y terms and integrating

both sides we can get the general equation.

dy = @xtby dy =e> " = ePdy = e dx = —1e*by :leax+c
dx dx b a
. . . . . dy
lllustration 16: The solution of the differential equation —e*Y + x2 is (JEE MAIN)
dx

Sol: Here first we have to separate the x and y terms and then by integrating them we can solve the problem above.

. ... d
The given equation is e = e + x2eY

dx
d .
= ay = e.e’ + X&' = edy = (e* + x9)dx, Integrating, fe‘ydy = J‘(eX +x° )dx+c
X
e? X 1,1, 1 %
= +e* +  +cC = -7 =4+ X +Cc e+ + =C

-1 3 eY 3 e 3
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7.3 Equation of the Form dy/dx = f (ax+by+c)

To solve this type of differential equation, we put ax + by + ¢ = vand %y i|( \|
X
\ )
" —dy = dx
a+bf(v)
So solution is by integrating J.—)L _[d
a+bf( )
dy 2
llustration 17: (x + y)* gy = a (JEE MAIN)
Sol: Here we can't separate the x and y terms, therefore put x + y = t hence dy = de —1. Now we can easily
separate the terms and by integrating we will get the required result. dx dx
dt dt a? a? +t? t*dt
Letx+y—t:>t2(d —1\ ;_:++1: 2 :Jz 2 =X+
\ J dx t t t +a
dy Xty
= t-atan’y =x+c= y —atan™ =c
a
i dx X+y-—1
Illustration 18: — y (JEE MAIN)
dx JX+y+1
Sol: Put x + y +1 = t? and then solve similar to the above illustration.
let x (y +1 = \
|2t —1|—t2 -2 2tdt P +t-2 f 2 dt=x+c
dx ) —t = dx —t = =

1 4 2in|t=1] 8In|[t+2]

] +2In|1/x+3y+ -1| 8In| 1&+3y+1 +2|:x+c

=  2yX+y+

: . dy
llustration 19: dx = os(10x + 8y). Find curve passing through origin in the form y = f(x) satisfying differential
equations given (JEE MAIN)

Sol: Here first put 10x + 8y = t and then taking integration on both sides we will get the required result.
Let 10x + 8y =t
= 10489 W oot o J¢de=x+c

dx dx dx 8cost+10

p=tant/2 dp_1l+p’dy _ dt__2dp
dx 2(1) dx dx 1+ p2

2dp
f P +10 = —de_:_[_dp_zx+c
p? ) 1p*+18 p°>+9
U+p2}
(an(t[Z)\

= tan(P/3)=x+c = tan™ Xx+cC = 3tan(x+c) = tan(10x + 84)

| B
R
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7.4 Parametric Form

Some differential equations can be solved using parametric forms.
Case I:

X =rcosO y = rsinf

Squaring and adding x? + y* = r? ()
tand = J.e*ydy:J.(eX +x2)dx +c )
xdx + ydy = rdr .. (i)
sec’0 do = i =e" +i+c = xdy — ydx = x?sec’0 dO X = rcos6; xdy — ydx = r’do

-1 3
Case II:

If x =rsec6, y=rtand

-y =r 0!
1 =ex+lx3+c = sinf .. (i)
e 3

= xdx-ydy = rdr; xdy — ydx = cos6 x2d6 = xdy - ydx = r’sec6dd

lllustration 20: Solve xdx + ydy = x(xdy — ydx) (JEE MAIN)

Sol: By substituting x = r cos6 and y = r sinf the given equation reduces to rdr = rcos0(r*’d6). Hence by separating
and integrating both sides we will get the result.

Let x = rcos, y = rsinf
Hence the given equation becomes rdr = rcos0(r’do)

dr = —1:sin6+c = - 1 = y +C
IrZ Icosede - \/Xz iy \/xz Ly
X+ ygy
lllustration 21: Solve dx _ [1-x*—y* (JEE ADVANCED)
XQY_y X +y?
dx

Sol: Similar to the problem above, by substituting x = r cosé and y = r sin6 the given equation reduces to

rdr _ VI-r . Hence by integrating both sides we will get the result.
r? do r

dy
X+

de: 1-x% —y? _ xdx+ydy _ 1-x2—y?
XQY_y X +y? xdy —ydx X +y?
dx

Let x =rcos6, y = rsind

rdr _ V1-r = I I _gic = sinr=0+c
r°de r N
= siny 4y =sin —L ¢

2 2
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xdx+ydy  ydx-—xdy

X +y X

lllustration 22: (JEE ADVANCED)

Sol: Similar to the above illustration.

Let x = rcos6, y = rsin®

rdr \,/r7

_rz—de = ppm—s = Jsec6d6+_[

= log(secb + tanB) + logr = ¢ = X +y? +y(,/x2+y2\)|+Cx=0

d_r=0
r

7.5 Homogeneous Differential Equations

A differential equation in x and y is said to be homogeneous if it can be - 9

Qy iiu) T Y- S~—

i = P(xy)
put in the form dx g(x, y) , where f(x, y) and g(x, y) are both homogeneous

function of the same degree in x and y.
dy f(xy)

To solve the homogeneous differential equation | = ,
dx g(xy)

substitute y = vx and so dy = V+ng

dx dx q g g
& fv) = & X
dx x f(v)—v

Therefore, solution is Ig)(y = J# +c Figure 24.1
v)-v

Thus differential reduces to the form v + x

lllustration 23: Find the curve passing through (1, 0) such that the area bounded by the curve, x-axis and 2
ordinates, one of which is constant and other is variable, is equal to the ratio of the cube of variable ordinate to
variable abscissa. X 3 (JEE MAIN)
Sol: By differentiating ydx = y , we will get the differential equation.

X
x 3 Cx3yy'-y3 1 dy X +y
A=Iydx:7 =Y E ———— =>x¥=3xy -y = =
C

X dx 3xy

(On differentiating the first integral equation w.r.t x)

2
Puty=vx;v+x¢=1+v = J v dv:jldx = —ilog‘1—2v2‘=logx+logc = (X*-2y)=cx
4

dx 3v 122 X

Given this curve passes through (1, 0). So, c=1 Hence the equation of curve is (x* - 2y%)?® = cx®

dy y y
-7 4 tan

dx x X

lllustration 24: The solution of differential equation is (JEE MAIN)

Sol: Here by putting y = xv and then integrating both sides we can solve the problem.

d d
Puty =xv = Yovix®
dx dx
: . dv dv
Hence the given equation becomes x = +v =v+tanv= X" _t3ny
dx dx
dv_ dx sinv sin(%) fy\
= = log sinv = logx + logc = =Cc> =c=>x=sin |
tanv  x

X )
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dy _y*-2xy-x

Illustration 25: Solve
dx  y? 4+ 2xy -

givenyatx = 1is-1 (JEE ADVANCED)

Sol: Similar to the problem above, by putting y = vx, we can solve it and then by applying the given condition we
will get the value of c.

Lety = vx
dv (V-2v=1) dv VP +V+v+1)
= V + X = | — = X = - = @@ 7
dx Lv2+2v—1J dx V2 +2v—1

J- V2 +2v—1
(v+1)(v2+1)
= Iog[(VZH)X]:Iogc = (v2—1)x=C:>x2+y2:C

|v+1|

] U (v+1) y+X

2v(v +1) = (V2 +1)dv _

dv = c-logx = _[ TR

¢ — logx

= k(x*+y)=x+y

Givenatx = 1,y = -1 = 2k = 0. Hence the required equationis x + y = 0

(dy\2 dy . .
lllustration 26: Solve y Ld—J + 2X ™ —-y=0givenyatx=1Iis \@ (JEE ADVANCED)
X X
b+ B°—4 2xt [AxZ+4dy?2
Sol: As we know, when ax® +bx +c =0 then x = b ¢ Hencefrom given equation dy _ —ex Xy
2a dx 2y
so by putting y = vx and integrating both side, we will get the result.
Giveny (dy) + 2X dy -y=0
dx dx
2 2 2 2
dy _ —2X +/4x° + 4y N dy _ —XE4/X +y
dX 2y dx y
Let y=wx
dv V2 +1-1 dv Vi1 -1V
= X = v =X =
dx v dx v
_ dv =logx+C = I vdv = logx + C

Vi
Iilvz+ —(1+V?) + 7+ Li/vz+1+1)|
= —In|(1\/ﬁ+1)|=logx+€ = X(|k1/V2+1+1)|=C

dy 7X=3Y

Givenatx=1,y=v=""= = ~_/6
d 3xp7y  CT RO

= ;\jy2+x2 +x:$\/g+1

This is the required equation.

Note: The obtained solution has 4 equations.
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7.6 Differential Equations Reducible to Homogenous Form

+b,y+ b
A differential equation of the form dv_aX DY H G here aL;t " can be reduced to homogeneous form by
dx ax+b,y+c 0, b,
adopting the following procedure
Putx=X+h,y =Y +k so that Qy:Qy
dx dx

dY aiX+biY+(@h+bik+cr)
dX aX+b,Y+(ah+bk+c,)

The equation then transforms to

Now choose h and k such that ah + bk + ¢, = 0and a,h + b_k + ¢, = 0. Then for these values of h and k the
equation becomes

dy aiX+b1Y

dx a,X+bY

This is a homogeneous equation which can be solved by putting Y = vX and then Y and X should be replaced by
y—kand x-h.

. e dy  _ax+by+c b
Special case: If = and g,=_, = m say, i.e. when coefficient of x and y in numerator and
dx a'x+b'y+c a b

denominator are proportional, then the above equation cannot be solved by the method discussed before because
the values of h and k given by the equation will be indeterminate. In order to solve such equations, we proceed as
explained in the following example.

lllustration 27: Solve dy = 2 byrt (JEE MAIN)
dx x-2y+4

Sol: Here the coefficient of x and y in the numerator and denominator are proportional hence by taking 3 common
from 3x — 6y and putting x — 2y = v and after that by integrating we will get the result.

_ 3(x-2y)+7
gM:3X 6V+7: ( y) ;Putx—2y=v:>1—2gy:gy

dx x-2y+4 X—2y+4 dx dx

Now differential equations reduces to 1 _dv = Z(M\

dx Lv+4J
(2 )
- %Z_S(Wrézﬂ = J’|1+ |dv:—5jdx
)

v+ V+2

\ \ J

= v+2|og|v+2|=—5x+c = 3x—y+|og|x—2y+2|=c

lllustration 28: Solution of differential equation (3y — 7x + 7)dx + (7y—3x + 3)dy =0 is (JEE MAIN)

Sol: By substituting x = X + h, y = Y + k where (h, k) will satisfy the equation 3y—7x + 7 =0and 7y - 3x + 3 =0 we
can reduce the equation and after that by putting Y = VX and integrating we will get required general equation.

The given differential equation is dy _ Ix=3y-7
dx  -3x+7y+3
Substituting x = X + h,y = Y + k, we obtain

dY _(7X=3Y)+(7h-3k-7) N0

dX (BX+7Y)+(3h+7k+3)
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Choose h and k such that 7Th—3k -7 =0 and -3h + 7k + 3 = 0.

This gives h = 1 and k = 0. Under the above transformations, equation (i) can be written as

LetY:VXsothatﬂ=V+Xd_V,W€getﬂ=M
dX dX dX =3X+7Y
av _7\? 7 _2V 3
vex® | oaver | dv | 7-7v Loax T2y 3y
dX 7V -3 dX 7V -3 X 2 y2_1 V2 _1
Integrating, we get
—7IogX:zlog(V2—1)—§|ogV—_1—|ogC = C=NV+1)>V-1)X = C=(y+x=1P°y-x+1)

2 2 V+1

Which is the required solution.

7.7 Linear Differential Equation

A differential equation is linear if the dependent variable (y) and its derivative appear only in the first degree. The
general form of a linear differential equation of the first order is

dy +Py=Q . 0
dx

where P and Q are either constants or functions of x.

This type of differential equation can be solved when they are multiplied by a factor, which is called integrating
factor.

Multiplying both sides of (i) by ejpdx , we get eJPdX (dy )

+Py pex

| - ce
O

On integrating both sides with respect to x, we get

yejpdx = J'Qefpdx + ¢ which is the required solution, where c is the constant and eIde is called the integrating factor.

lllustration 29: Solve the following differential equation: %y +7 = (JEE MAIN)
X
. ) . Ldy e¥ 1 . ) L
Sol: We can write the given equation as e = + =" . By putting e = t, we can reduce the equation in the

t
form of = dx x X
+ Pt = Q hence by using integration factor we can solve the problem above.

dx
Wehave,QMJrl:ﬂ:e—yQYJrﬂ:l N0)
dx x x dx x x
Put e?¥ = t. so that dy in equation (i), we get —ﬂ +I :l - dt —1t :_1 (i)
dx dx x x dx x X
This is a linear differential equation in t.
(1)
Here, P = 1 and Q ==1 - LF. = ejpdx :ejﬁ‘fx = e logx :elog><’1 _1
X X X
The solution of (ii) is, t.(L.F) = dy _3x-6y+7 _3(x=2y)+7
dx x—j‘yy+4 X—2y+4
1 .10 1) t 1 eV 1
t:J'|—|dx+C: ="4+C = =—+C
X X X X X X

v
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lllustration 30: The function y(x) satisfy the equation y(x) + 2x I Y 2 > dX =3x2 + 2x + 1. Prove that the substitution
y(x)

+ X

> dx converts the equation into a first order Ilnear differential equation in z(x) and solve the original

z(x) = I1
equation for y(x) (JEE MAIN)

Sol: By putting z'(x) =
1+

factor we get the result.
d(x)

we will get the linear differential equation in z form and then by applying integrating

Let Z'(x) = = Z(X) x (1 +x%) + 2x(z(x)) = 3x> + 2x + 1
T+

dz 2x 3 +2x +1
T ()
dx 142 X +1

This is a first order linear differential equation in z.

J- 2% dx
. LF. = ejpdx N . Solution of (i) is z(I.F.) = I(Qx I.F)dX+c

3,2

X + X +X 4 3
= z(1+x) = J'—(X2+1)dx +C — 21 +x®= 2+ 4+ X s Candy=3¢+2x+1-2x

X2 +1 4 3 2
lllustration 31: Solve the differential equation ysin2x.dx — (1 + y? + cos2x)dy = 0 (JEE MAIN)
Sol: Similar to illustration 28, by putting —cos 2x = t, we can reduce the equation in the form of el + Pt = Qhence
by using integration factor we can solve the problem given above. dx
We have, ysin2x.dx — (1 + y? + cos2x)dy = 0
= sin2x. :—X _ cosax = ﬂ . (i)
y y (14y2)
Putting —cos 2x = t so that 2sin2x dx :it in equation (i), we get dt + 2t = T+y
dy dy dy L—V—J
2
Here, P = Z andQ=21er
y y
pay  [2dy
ILF. = ej =e? =y . The solution is t.(I.F.) = _[(Qx I.LF.)dy +C
14y2 y*
= ty2=21_y Ydy —ofy+ydy = t_y2=y2+?+c
2
On putting the value of t, we get —.cos2x = 1 + y?+ Cy?
. dx
lllustration 32: Solve ylogy +x-logy=0 (JEE MAIN)
dy
Sol: By reducing the given equation in the form of X px = Q we can solve this as similar to above illustrations.
dy
We have, ylogy dx +x—-logy =0 = dx +—2—= 1
dy dy ylogy 'y
This is a linear differential equation in x.
L 1 I 1 dy

HereP = , Q= ;IF.=eY9 = glsteay) = |ogy

ylogy y
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The solution is, x(L.F.) = I(Q x1F.)+C; xlogy = Il (Iogy)dy +C = l(Iogy)2 +C

2
1 _1 ’
x = ~logy +C
2 logy
. . 5 dx
lllustration 33: Solve (x + 2y?) g =y (JEE ADVANCED)
Sol: By reducing given equation in the form of dy + Px = Q and then using the integration factor we can solve this.
3
(x + 2y?) & _ y:>d—x _x+2y =x+2y2 = Q—lx=2y2
dy dy y oy d
ey 1
lIF=e?Y =
y

Solutions is x. 1 =y +C

Alternate method: xdy + 2y*dy = ydx

_ (x) X
= Zydyz—)LZXdy = Zydyzd\xjﬁyzz +C
y y
lllustration 34: Let g(x) be a differential function for every real x and g'(0) = 2 and satisfying g(x+y) = €’g(x) +
2e*g(y) V x and y. Find g(x) and its range. (JEE ADVANCED)
. _g(x+h)-g(x) . :
Sol: By using g'(x) = lim and solving we will get g(x).
b—0 h
g’(x) = Jim QQM)_ﬂ.(Xl
b—0 hh . h
= gMx-= Iime 909 +2e"g(h) -g(x) = g'®=gX lim e -1 +2e* Iimgﬁm = g'(x =g + 2
h—0 h h—»0 h h—»0 h
Atx=0,gx)=0=g(0) =0
dy -y=2¢¢ = I|F=¢*
dx
Solution is y.e™=2x + C
g(0) =0=C=0=g(x) = 2xe*
g'(x) = 2e* + 2xe* = 2e*(x + 1)
‘X)) =0atx=-1;9(-1) = -2/e
° P
= Range of g(x) = B 'OO|
L ¢ ]
llustration 35: Find the solution of (1 —x?) %y +2xy =x\V1 =% (JEE ADVANCED)
X
. . . dy
Sol: By reducing given equation in the form of ) + Py = Q and then by using integration factor ie.
X
eIPdX (dy + Py\| = erpdx we can solve the problem.

|
>
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d 2 X

—Y+L2y=@ i LF. = eJPdX =ej1ﬁ'dx -1

o " 1-% 1 2
Solutionis y. y 1 dx+c = j#derC: —_J.—iXdXJrC

_ X
1-%° ‘[1_X21—x2 (1-x%)*?

L () :

Figure 24.3

MASTERJEE CONCEPTS

Every linear differential equation is of degree 1 but every differential equation of degree 1 is not linear

Shivam Agarwal (JEE 2009, AIR 27)

7.8 Equations Reducible to Linear form

(a) Bernoulli's Equation g
. . . dy
A differential equation of the form ax Py = Qy", where P and Q are function of x and vy is called Bernoulli's

equation. This form can be reduced to linear form by dividing y" and then substituting y"™ = v
dy
Dividing both sides by y", we get, yd” dx *Py™=Q
Putting y™' = v, so that, (1 -n)y" = dv , we get dv +(1-nPy=(1-nQ
dx gy dx
Which is a linear differential equation

(b) , . dy
If the given equation is of the form o P. f(y) = Q.g(y), where P and Q are functions of x alone, we divide the
equation by f(y), and then we get ejpdx _ e n-4) 1—1x2
Now substitute - v and solve.
a(y)
H gy 3,,2
Illustration 36: Solve q =Xy + X’y (JEE MAIN)
X
ddy 1 T
Sol: By rearranging the given equation we will get , -~ x=x"and then by putting —1:t and using the
integration factor we can solve it. y? dx y Y
QM:xy+x3’y23 Qy—xy:x3y2 o dy 1 s
dx dx y2 dx vy
put =1y = Qy+tx=x3

dx

o . . . . 2 2 21
This is a linear differential equation with LF. = e/2 = t e/ = Iex " dx
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lllustration 37: Find the curve such that the y intercept of the tangent is proportional to the square of ordinate of

tangent (JEE MAIN)
Sol: Here X =0 and Y=y - mx i.e. x% —y = —ky? Hence by putting i=1 and applying integration factor we
will get the result.
_ v dy
X=0=Y=y-mx = de y = —ky?
Tdy 11_ =k
y? dx y X X
Put i=’t = de +I = =
y dx x x
= If=x
— Solution is tx = —kx + C = = = —kx + C
y

7.9 Change of Variable by Suitable Substitution
Following are some examples where we change the variable by substitution.

lllustration 38: Solve ysinx %y = cosx(sinx — y?) (JEE MAIN)
X
Sol: Here by putting y* = t, the given equation reduces to % + (2cotx ) = 2cosx and then using the integration

. X
factor method we will get result.

dy

ysinx = cosx(sinx — y?)
X

1. dt
Lety® =t= sinX™" _ cosx (sinx — 1)
2 dx

dt
= dt = 2cosx — (2cot x)t = +(2cotx)t = 2C0osx
dx dx

I.F. = sin®x

= Solution is tsin?x = J‘Zcosx.sin2 xdx

.3
y? sin’x = 25IN°X | ¢
3
. dy oy iox
Illustration 39: Solve q ="V (e*-¢Y) (JEE MAIN)
X

Sol: Simply by putting e’ = t and usingqy']e integration factor we can solve the above problem.
Q)l X-y X y y = @X? — 'y

dx:e (e —e) = e gy

Put e =t=> Qy + teX = (ex)Z;
dx

IF. = o = &

Solution is te® = I(ex)z.eexdx
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MASTERJEE CONCEPTS

If we can write the differential equation in the form

f(f1(x, y) d(fi(x, y)) + &(f2(x, y)d(f2(x,y)) + ...... = 0, then each term can be easily integrated separately. For
this the following results must be memorized.
(i) d(x+y)=dx+dy (i) d(xy) = xdy + ydx
(i) d( x\= ydx — xdy (V) d( y\z xdy — ydx
\y) y: X x*
V) d(ﬁ\ _ 2xydx —x’dy (vi) d(ﬁ\ _ xydx — y?dx
S )R
(vii) d(ﬁ\ _ 2xy’dx —2x°ydy (vii) d(ﬁ\ _ xydx —2xy*dx
LYZJ y* L X X'
0 [ 1x) ydx—xdy 0 [ -1y) xdy-yd
dktan J = d\tan J =
y CIx2 + )cllz X X +y?
() dlloghy)l = oy [ ) e
dilog ||~
Xy y < 4 Xy
M1 2 o | xdx+ ydy y xdy — ydx
o _ . _
(xiii) ||_Z OQ(X +y )| _2_2_X o (xiv) dll_logk;)'Jl —
(xv) d|(—i\|— xdy + ydx (xvi) d(ex ) _ ye'dx —e'dy
L)Y SO
L)
(xvii) d[i} _ Xeydy —eVdx (xviii) d(X’“y”) — Xm—1yn—1 (mydx + nxdy)
X X
(i) dt |t o) (1 x+y) xdy-ydx
dx x - d|K2IogX_yJ= X2 — 2
d|_f(x,y)-| f'(x,y) (1 1) (1) (1) dx dy
o) L 1 oxi) dl _—_|=d _|-d _|=_~-__
1-n (f (xy)) \y x) \y) x) ¥ y

Shrikant Nagori (JEE 2009, AIR 30)

8. EXACT DIFFERENTIAL EQUATION

The differential equation Mdx + Ndy = 0, where M and N are functions of x and y, is said to be exact if and only if
oM _oN

oy  Ox

Rule for solving Mdx + Ndy = 0 when it is exact

(a) Firstintegrate the terms in M w.r.t. x treating y as a constant.

(b) Then integrate w.r.t. y only those terms of N which do not contain x.
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(c) Now, sumboth the above integrals obtained and quote it to a constant i.e. jde + _[Ndy k,where k is a constant.
(d) If N has no term which is free from x, the jde =c (y constant)

Following exact differentials must be remembered:

(i) xdy + ydx = d(xy) (i) xdy—ydx _ |(¥\| (iii) ydx - Xdy |( \|
¥ \x) >
(iv) xdy+ydx d(logxy) (v) dxtdy _ dlog(x +y) (vi) =d|fn ¥
Xy Xty
\ )

(vii ¥Q%§%Q¥::49nl\| i) xdy =y _ dlan 22V ¥%¥f§¥x::dnmf1iw

L Y) \ ) \ )
0 4 €)_ yerdy —edy

y Ya

9. ORTHOGONAL TRAJECTORY

Definition 1: Two families of curves are such that each curve in either family is orthogonal (whenever they intersect)
to every curve in the other family. Each family of curves is orthogonal trajectories of the other. In case the two
families are identical then we say that the family is self-orthogonal

Slope = -1/dy/dx

Slope = dy/dx

Figure 24.4: Orthogonal trajectories

MASTERJEE CONCEPTS

Orthogonal trajectories have important application in the field of physics. For example, the equipotential
lines and the streamlines in an irrotational 2D flow are orthogonal.

Ravi Vooda (JEE 2009, AIR 71)

9.1 How to Find Orthogonal Trajectories

Suppose the first family of curves F(x, y, ¢) = 0 . (i)

To find the orthogonal trajectories of this family we proceed as follows. First, differentiate (i) w.r.t. x to find
Gxy Yy, 9=0 ... (i)
Now eliminate ¢ between (i) and (ii) to find the differential equation H(x, y, y') = 0 ... (iii)
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The differential equation for the other family is obtained by replacing y’ with —=1/y’. Hence, the differential equation
the orthogonal trajectories is H(x, y, =1/y") = 0 o (iv)

General solution of (iv) gives the required orthogonal trajectories.

lllustration 40: Find the orthogonal trajectories of a family of straight lines through the origin. (JEE MAIN)
Sol: Here as we know, a family of straight lines through the origin is given by y = mx.

Hence by differentiating it with respect to x and eliminating m we will get an ODE of this family and by putting -1/y’
in place of y’ we will get an ODE for the orthogonal family.

The ODE for this family isxy’' -y = 0
The ODE for the orthogonal family is x + yy' = 0

Integrating we find x* + y? = ¢, which are family of circles with center at the origin.

10. CLAIRAUT’'S EQUATION

The differential equation

y = mx + f(m), - ()

_ay . .
where m = g is known as Clairaut’s equation.
X

To solve (i), differentiate it w.r.t. x, which gives

dy =m + xd—m+—(—)df m

dx dx dx

= xd—m+f'(x)d—m =0
dx dx

either dm =0=>m=c .. (i)
dx

or x+f(x)=0 ... (i)

MASTERJEE CONCEPTS

e If mis eliminated between (i) and (ii),the solution obtained is a general solution of (i)

e If mis eliminated between (i) and (iii), then the solution obtained does not contain any arbitrary
constants and is not the particular solution of (i). This solution is called singular solution of (i)

Chinmay S Purandare (JEE 2012, AIR 698)
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PROBLEM SOLVING TACTICS

Think briefly about whether you could easily separate the variables or not. Remember that means getting all the x
terms (including dx) on one side and all the y terms (including dy) on the other. Don't forget to convert y' to dy/dx
or you might make a mistake.

If it's not easy to separate the variables (usually it isn't) then we can try putting our equation in the form y" + P(x)y = Q(x).
In other words, put the y’ term and the y term on the left and then you may divide so tha} thg coefficient of y' is 1.

\J y

Then we can use the trick of the integrating factor in which we multiply both sides by .d xedy —e'dx . This
X XZ

makes things much simpler, but it's best to see why from doing problems, not from memorizing formulas.

FORMULAE SHEET

(a) Order of differential equation: Order of the highest derivative occurring in the differential equation

(b) Degree of differential equation: Degree of the highest order derivative when differential coefficients are free
from radicals and fractions.

() General equation : gi :f(x) = y = jf(x)dx+c

dy
dx

(d)

= f(ax+by+c), then putax + by + c = v

dy
(@ 1f =MWV = gi)dy =fmdx then [(giy)"dy = [feodx

(f) Parametric forms
Case |: x = rcosf, y = rsind= x* + y? = r% tanf = ¥ ; xdx + ydy = rdr; xdy — ydx = r’d6
X

Dy = _ _ 2 Y
Case Il: x = rsech, y = rtanb= x> - y? = 1% = sind; xdx — ydy = rdr; xdy — ydx = r’sec0d®

1(y) | A
@ If = 5(x) , then substitute y = vx = I . :Jf(v) HVE

(h) If dv _ax+by+c . then substitute x = X + h,y = Y + k

dx ax+b,y+c,

- dY aiX+biY +(ah+bik+c1)
dX a,X+b,Y+(a,h+bk+c,)

choose h and k such thata,h + b,k + ¢, =0and ah + bk + ¢, = 0.

D i the equation is in the form of dy + Py = Q then yeJPdX - J'Qefpdx tc
dx
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